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Kubernetes is hard. Yup, we said it. If you want to implement 
Kubernetes yourself you are in for a long hard road. If you have ever 
checked out Kelsey Hightower’s Kubernetes The Hard Way you know 
what we are talking about. Tell your family and friends you’ll see them 
sometime in the not-so-near future and you can forget about that 
Westworld marathon you were planning on watching next weekend. It 
will be Kubernetes all the time for you. 

And this is only for deploying the initial Kubernetes cluster. Ongoing 
management of Kubernetes requires an even bigger time investment 
(read failures, upgrades, configuration changes, and more). 

If you don’t take our word for it check out this real-life tweet:

But Kubernetes doesn’t have to be so hard. With the right tools in place, 
you can orchestrate Kubernetes just like Kubernetes orchestrates your 
containers. By implementing a Data Center Operating System  
(DC/OS), you can automate Kubernetes and the rest of your Continous 
Integration/Continous Deployment (CI/CD) pipeline to achieve true 
agility for both your infrastructure and your application deliver.  

INTRODUCTION

 » The challenges with implementing 
and managing Kubernetes today 

 » The four ways to manage 
Kubernetes

 » How to automate Kubernetes with 
Mesosphere

 » How to enable developer agility 
with Kubernetes and Mesosphere

 » How to combine Kubernetes  
and data services

 » How to put everything together  
for success

IN THIS EBOOK, YOU WILL LEARN

#KUBERNETESPROBS

The Quick and Easy Guide to Implementing and Automating Kubernetes for Scale
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WHAT IS 
KUBERNETES?
A BRIEF EXPLANATION
Kubernetes is a container orchestration platform that helps automate 
and deploy containers at scale. With Kubernetes, you can build and 
deploy multiple containers, initiate and schedule those containers, and 
easily automate the management of those containers over time. 

THE CHALLENGES WITH KUBERNETES
While Kubernetes helps make your life easier in many ways, hence its 
extreme popularity, there are also many challenges that come with 
it—especially for an enterprise business that has many needs and 
specifications. 

When implementing and operating Kubernetes, there are multiple 
challenges that you and your team could easily face:

 » Kubernetes has no resource automation: All you get with 
Kubernetes is well…Kubernetes. The platform doesn’t come 
with anything to run it, so you need to figure out how to deliver 
resources to Kubernetes itself—no easy feat

 » Kubernetes is not easy to support: There is no way to deploy a 
Kubernetes cluster that is easy to support. You can’t test at scale, 
it’s difficult to fix if something goes wrong, it doesn’t automate 
upgrades, and there are many more issues

 » Security can be a big problem: You have to use Kubernetes’ 
standard, out-of-the-box security, which can be a deal breaker 
for many organizations. No secure authentication, no in-transit 
data encryption, and no one-click configuration of transport layer 
security (TLS)

 » Difficult to support at scale: For an enterprise organization  
scale is critical. And with out-of-the-box Kubernetes, scale is  
tough to support. Versioning multiple clusters is time consuming 
and difficult, and requires special resource planning. Plus, in  
order to truly scale the platform, you need to manually run 
configuration scripts

These challenges are really just the tip of the iceberg. When 
implementing Kubernetes, while there are many benefits, there is also  
a drain—both on your resources, your budget, and probably you. 
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THE FOUR
WAYS TO 
MANAGE
KUBERNETES
 

DIY CONFIGURATION MANAGEMENT
If you find yourself in the camp that is drawn to manual management, 
you would most likely adopt a DIY configuration strategy instead. There 
are several free and easy apps that you can leverage for this approach 
such as Kubespray, KOPS, and Kubeadm. However, these tools are 
deceptively easy. While they are good for “hello world”, they don’t work 
for product use cases at scale. If something goes wrong you don’t 
really have many options and there is no vendor to choke. It is up to 
you to update the cluster. Plus, you have to adopt Kubernetes standard 
out-of-the-box security, which may not check all of the boxes for your 
organization. 

Basically, these tools are just a way to get a Kubernetes cluster 
up and running—nothing else. Because it lacks important auxiliary 
components, you need a pretty solid plan and place for after your 
cluster is live. 

 

MANUAL KUBERNETES MANAGEMENT
This is for the hard-core Kubernetes purists and is definitely the hard 
way. Managing Kubernetes manually is exceptionally difficult. There 
are multiple, incredibly time-consuming steps in the process, and there 
is absolutely no management layer after you get the platform up and 
running. So, you have to do everything yourself. This methodology is 
incredibly risky for any size company, both big and small. 

At this stage in the Kubernetes lifecycle there are very few people that 
manually manage the technology. 

Now that you know some of the challenges, how do you 
actually manage Kubernetes? How do people actually 
implement and run Kubernetes on an ongoing basis? 
There isn’t a one-size-fits-all methodology to this and 
a variety of management philosophies have emerged. 
In this section, we will discuss four of the top ways to 
manage Kubernetes today. 
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VENDOR CONFIGURED MANAGEMENT
If you are not up for DIY, there is also the option of vendor 
configuration. By leveraging a vendor, like Ansible, you can get 
easy cluster provisioning. However, this type of management has 
a hard-coded infrastructure. In other words, the only playbook 
available to you is the playbook developed by the vendor. This 
method also doesn’t include any auxiliary components—the 
management is all up to you. While this can be an easy way to get 
up-and-running for some, it can be very limiting. 

MANAGED SERVICE BY A CLOUD PROVIDER
If you are looking for a way to manage Kubernetes that is less 
passive and more intelligent, the most advanced management 
methodology is management through a cloud provider. A cloud 
provider can enable you to automate a lot of your Kubernetes 
management, providing easy provisioning for multiple clusters, 
standard centralized management, and by leveraging a cloud 
provider you do get those auxiliary components that you need. 

There are a variety of public clouds that offer this for 
Kubernetes—like Google Container Engine, Amazon ECS, or 
Azure, however if you go this route you can’t run Kubernetes in 
any other environment. 

Since many organizations run on hybrid clouds, you need a 
solution that can enable you to run Kubernetes anywhere—
including public clouds, bare metal, and virtual machines. 
For this type of flexibility you need to use a platform like 
Mesosphere.
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MANAGING 
KUBERNETES WITH 
MESOSPHERE DC/OS
For enterprise organizations, the future of managing Kubernetes is 
through a platform that can run Kubernetes in a way that is scalable, 
automated, and flexible—enabling you and your team to focus on the 
strategic projects that matter for the business, not just deploying 
clusters. 

Enter DC/OS, which runs on Apache Mesos--a cluster manager that 
provides resource isolation for distributed computing environments. 
Mesos powers DC/OS, which enables you to automates resources for 
Kubernetes. As we said, DC/OS automates Kubernetes like Kubernetes 
automates containers. In fact, Mesos has helped organizations 
manage many container orchestration systems like Netflix’s Titus, 
Yelp’s PaaSta, Twitter’s Aurora, and more. 

CORE BENEFITS OF IMPLEMENTING MESOSPHERE 
WITH KUBERNETES
Using a platform like Mesosphere saves you time, money, and 
frustration. Plus, because you are not going to be dealing with your 
own cluster management crises’, you can get back to that Westworld 
marathon. YAS! 

Kubernetes Automation

As we mentioned earlier, Kubernetes alone does not have its own 
resource automation or infrastructure, so you need something that is 
capable of running the platform. If you want to run Kubernetes on a 
large scale, automation is really your only option. This enables you to 
manage installation, security, scaling, and upgrades.

Kubernetes-as-a-Service

If you are running Kubernetes in an operations environment, you 
need to have a consistent experience for different teams, including 
different versions across teams or phases of development, testing, 
and production. The various teams across your organization have 
different needs—one team may need to deploy an upgrade while 
another needs to run a test. By leveraging a platform like DC/OS that 
can run Kubernetes-as-a-Service you get infinite flexibility. You can 
even run your clusters an any combination of public cloud, bare metal, 
or virtualized environments. 

Kubernetes Plus All-the-Things

Kubernetes isn’t the only thing that you need for your CI/CD pipeline. 
You need access to other critical services in the development pipeline. 

With a platform like DC/OS, you can run any workload, which gives you 
true freedom of choice. And we like choice!
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ENABLING 
DEVELOPER AGILITY 
WITH KUBERNETES
Giving you the choice of tools with application aware automation 
is the best way to manage intelligent resource pooling. Kubernetes 
is just one part of a holistic CI/CD (Continuous Integration and 
Continuous Development) pipeline. You need something that runs 
everything. 

THE HOLISTIC CI/CD 
PIPELINE
CI/CD is a process for agile 
development, testing, and 
delivery of code. CI/CD is a best 
practice that Devops teams 
should adopt to optimize all 
development. 

Let’s touch on what is included 
in an CI/CD pipeline, where 
Kubernetes fits in, and where 
you can leverage a platform like  
DC/OS to optimize the 
development pipeline. 

Continuous Integration

The CI component of CI/CD refers to a development process that 
blends together the work of individual developers into a repository to 
enable early detection of issues. Leveraging a platform that automates 
developer agility, like DC/OS, runs all of your CI/CD pipeline in a much 
more automated way. 

 » Source Code Control: Automatically trigger your CI/CD pipeline  
based on code check-in 
Example Supported Platforms: GitLab, GitHub

 » Build and Test: Start your automated build and test, including 
functional, security, and performance tests 
Example Supported Platforms: Jenkins, GitLab, Spinnaker

Continuous Deployment 

The CD component of CI/CD refers to a deployment process where 
the build and deployment happens automatically whenever there is a 
major code change. Similar to how Mesosphere helps automate your 
CI pipeline, it does the same for your CD pipeline as well.   

 » Release: Update artifact repository with latest successful  
code artifacts and pull the newest images 
Example Supported Platforms: JFrog, Docker

 » Deploy, Monitor, and Log: Deploy applications to container 
orchestration and watch monitoring and logging  
Example Supported Platforms: Kubernetes, Marathon,  
Prometheus, Elasticsearch
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HOW DC/OS SUPPORTS  
KUBERNETES 

Continuous Integration (CI)

Source Code Control ReleaseBuild and Test Deploy, Monitor & Log

Continuous Deployment (CD)

Automatically trigger 
CI/CD pipeline based on 
code check-in

Update artifact 
repository with latest 
successful code 
artifacts and pull 
newest images

Start automated build 
and test, including 
functional, security and 
performance tests 

Deploy applications to 
container orchestration 
and watch with 
monitoring and logging

AND OTHER PLATFORMS IN YOUR CI/CD PIPELINE
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DATA SERVICES AND MACHINE LEARNING
In addition to running best-of-breed applications in your CI/CD pipeline, 
you also need a platform that can run other workloads. Not only can 
Mesosphere run your microservices, containers, and developer tools, 
but it can also run data services, machine learning, and artificial 
intelligence applications, like Spark, Cassandra, Kafka, and more.

RUNNING MULTIPLE KUBERNETES CLUSTERS
A critical component to developer agility and running Kubernetes for an 
enterprise organization is the ability to run multiple Kubernetes clusters 
at one time. For instance, you may have one line of business that needs 
one set of tools, another line of business that needs another set of 
tools, another line of business that has its own security requirements, 
and so on. Kubernetes is unable to fulfill these needs out of the box. 

Instead, you leverage Mesosphere to run multiple Kubernetes clusters 
with their own separate tooling. With DC/OS every line of business can 
have their own unique cluster to fit their business use case. 

Continued: Enabling Developer Agility with Kubernetes
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KUBERNETES IS  
ONE PIECE OF 
THE PIE
The key to remember is that Kubernetes is just one 
piece of the pie. It is built for and enables one element 
of running your data-rich applications—container 
orchestration. However, not only do you need something 
to intelligently help you manage and deploy Kubernetes, 
but you also need something to help you manage all of 
the other critical elements your organization needs for 
scale. 

By leveraging Mesosphere, you can easily automate 
rollout and production operations for containers and 
data services—giving you access to best-of-breed 
applications and giving you the flexibility to run on any 
infrastructure, whether that’s physical, virtual machines, 
or public cloud. 

Kubernetes doesn’t need to be the only thing you  
focus on this year and it doesn’t have to be so hard.  
With Mesosphere helping to automate and optimize 
your workload and resources, you have more time to 
focus on the projects that matter—like hybrid cloud, 
digital transformation, and even watching that last 
episode of Westworld.
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